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Abstract:

The basic aim of Image Denoising is to reducenbise and modify the important features preserthencorrupt signal.
Researchers have been doing it in one way or theratince long time. In this paper, we present\a adaptive Bivariate-
Bayesian soft threshold denoising scheme usingi malvelet packets. Bayes estimation and Bivariatevalet soft
thresholding overcome the shortcomings of eachrot®er algorithm is capable of dealing with hightpntaminated
images. Simulation results show that Bivariate-Bégme soft threshold has better perform over existidaptive threshold
denoising techniques viz. Bayesshrinkage, Maximumogterior (MAP) shrinkage, Ogawa shrinkage, ethe Tquality

parameters like Peak Signal to Noise Ratio (PSWNRan Square Error (MSE), L2 Norm and Structure Birty (SSIM)

Map were used for the comparison of the performance
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1. Introduction

Researchers have been developing new techniquémndge denoising since about last two decades. Rainoed inherent noise from
an image is referred to as image denoising. Howewase is characterized by its corresponding gridibadistribution function like
Gaussian, Poisson, etc. Usually all statisticalpprites of a noise distribution are required to explored for effective image
denoising, like standard deviation, variance, [ga].

Mallat has proposed transform domain filtering [il] basically utilized the concept of basic funct. The most suitable transform
domain filtering in denoising is wavelet Transforfidavelet transform is based on the non-linear tiolkeling technique. It exploits
the sparsity property.

Simoncelliet al. have proposed Bayesian estimatpthat is an extension of Wiener estimator. Itfpens a coring operation and
exploits the higher order statistics (i.e. smoosisnand edges) using sub-bands strategy. We have diEerved the Bayesian
estimator itself is not the preferred choice of-balnd transform because of it produces blurred @sa¢n order to achieve less
blurring and image compression or texture syntheses require better statistical model. Thereforajp@ian et al. [vi] proposed
adaptive Bayesian estimator for fixing the priorgmaeters at each resolution, results level depdrsteinkage function is getting
introduced. Their algorithm obtains an intuitivedppealing shrinkage function to resolve the stmectporoblem in Wavelets but
uncertainty in a reconstruction is quantified amsplhyed.

Shui et al. [vii] have proposed wiener cost funetio produce the best wavelet packet coefficiehti@noisy image. This algorithm
produces the better compression performance tlawlatd wavelet. But this algorithm is used pilginsil whereas practically prior is
required. This algorithm works on single waveletkst whereas multi wavelet packet is required fedépth suppression of noisy
coefficients, when noise is high. Fathi et al. ijviiave proposed an adaptive wavelet packet thidstgp function based on
Generalised Gaussian Distribution (GGD). This dthan is based on multi level 3 wavelet packet thatding. This algorithm
depends upon sub-band and statistical parametensp@ational cost of the algorithm is modest.

The paper is illustrated in the following manneectonl.1. shows problem formulation. The proposed BivarBégresian threshold
using multi wavelet packet is employed in Poiss@uszian noise model has been comprehensively digus sectiorl.2. Results
show proposed Bivariate-Bayesian threshold is anthhg perform after simulation and described ittiea 1.3. Finally, concluding
the objective is to satisfy the overall remarkséation 2..

1.1. Problem Formulation
However a selection of an optimal multi waveletlggidhreshold for a multi resolution concept idl sth open area of research and
has been taken up in this work. Keeping this poiniew, structural adaptive threshold techniquagehbeen proposed by us.
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1.2. Proposed Method

In wavelet denoising people have been doing thidsig for example, Visu shrink. This universaldbhold produces over smooth
image owing to it cleaned large wavelet coefficserithere after wavelet adaptive threshold was ditced like Stein Unbiased Risk
Estimator (SURE) [i-vi]. SURE suppressed noisedlative sub-bands instead of overall samples litaes important features such
as lines, corners, borders and edges.

Recently effective adaptive wavelet shrinkage mashwere developed inside in the sub-band amongiBteaBayesian threshold is

one. This data driven method has some parametasshape parametgs)and standard deviation of detail sub-bésidare

estimated by Bivariate-Bayesian threshold [vii-i§ayesian rule overcomes the shortcoming of wavebstsform. Moreover,

Bayesian model together with wavelet packets pepnotr information of signal and higher computat&peed.

First of all the authors have developed Dual Treavilet Packet Transform (DTWPT) based on [ix-x]Bayesian paradigm.
DTWPT exploits the advance features such as dineality and shift invariance while as Discrete Wav&ransform (DWT) suffers

from lack of directionality and shift invariance TR/PT offers the wider range of possibilities ofdoency resolution. Therefore,
DTWPT of a 2D image can be obtained by employing $eparable 1D wavelet packets in each direction.

W = WL A W

By inspiring the state of art wavelet packets dsimgi theory our center of interest on two main f®in
1) First, no methods were focused on very inner patti@sub-band taking wavelet packets.
2) Second, normally all methods are illustrated on SSeun or Poisson distribution but have not beereldped with a
combined effort of Poisson-Gaussian distribution.

After DTWPT, true image are added with noisy imagi#storted by Gaussian-Poisson noise.

g=f+s *z (1)
Taking the cue from equation (1) we generate wisgiis noise standard deviation needs to be estimateal [ii]
s, =MAD(H H,]) )

WhereH H, is inner detail sub-band of DTWPT and in this paper strictly focused on resolutign=2and translatiok =2.

DTWPT could be observed as of equation (1) istitated in equation (3) with F and Z are independemach other.

G=F+Z (3)

Noisy observation G modeled as zero mean and isen@ariance is*, variance of original image is,”and s ?is variance of true
noise image calculated by MAD.

S =s; +s (4)
1 n
s§2= Fi,j:le' (5)
Wheren" n is the maximum size of subband. i and j are rongs@lumns of transform metrics G.
SZ
T, =—" (6)
s

FX

Where, T, is Bayesian Thresholds  is standard deviation of inner most detail of Wavglacket.

S = maxE-s",?),0 @)
In image denoising, parameter estimation equatiuth ash ands, are subject to quantify the local characteristi€ssab-band.

These GGD parameters are used to determine theiad#preshold for each sub-band. Therefore madritBivariate-Bayesian
threshold [x] define as

2 2
sof(\B +C ,Tg)

T= z (8)
P 2 2
\/B +C +
Finally, inverse Multi Wavelet packet transform agplied on reconstruction side to obtain the deswimagef (@, b) is close to
original imagef (a, b).

Errorise(a b= f(ab- f(alb 9)
That is why Mean square error is
1 P-1Q-1 . 2
MSE=— [f(aB- f(ab (10)
PQ p=0q=0
The Peak signal to noise ratio is given by
- 2° -1y
PSNR f f)leIogmu dE (11)

MSE
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WhereasB represents number of bits, in MR images it may loe i® CT images it may be 9.

1.3. Simulation and Results

The proposed method was performed using MATLAB B20on a Dell Laptop with 2GB RAM, Core i-3 procasand windows 7
operating system. The proposed method emphasizé¢hthaimulation part in our studies is evaluating denoised performance of
Poisson-Gaussian model. In this framework, we sited medical images with size 512*512 gray scdalbs. proposed method can
be realized using the sizes of log energy boundedev prune filter [vii-xi]lare 3x3, 5x5 and 7x7 asing accordingly with the local
noise content. He we were used two case studiesifoulation. These are showing below and call asaBr and Rembrandt
Diagnosis’s.

Sr. no. 1.

Collection ID is Breast Diagnosis, Subject ID iseBst Dx-01-0051, Studies and Series is 2/2 andB#&cription is T2W-TSE
SENSE, Modality is MR and Manufacturers is Phillipsdical systems [xii].

Sr. no. 2.

Collection ID is Rembrandt 1 and 2, Subject ID @®90-5308, Studies and Series is - and 17/17, ripgign not given, Modality is
MR and Manufacturers not given [xii].

Multi Wavelet packets analysis is concerned withles and sub bands present in a signal. The changdues in coefficients from
negative to positive and vice versa determinesatheunt of noise and information in the signal. @ims are preserved the features
during denoising and analyzing the performance ighiate Bayes shrink in DTWPT. Bayes estimatiod &ivariate wavelet soft
thresholding overcome the rational of each othexthBestimators described here using cost estimdighmvior of log energy
bounded wiener prune filter [vii-xi].

To compare the experimental evaluation of propaaethod with various denoising approaches such gesBlaximum a Posterior
(MAP) shrink [xiii], Ogawa threshold [xiv] and Haoim shrink [xv-xvi].The results are collected usB@different images on average
20 iterations [xii]. The best one of among methizdkighlighted in bold fonts, which are shown inblel through Table 3 and also
depicts in Fig. 1 to Fig. 6.

Standard Noisy Bayes Ogawa Hari om Shrink Proposed Multi WPT+
deviation image MAP Shrink Bivariate shrink
Shrink
5 34.15 32.08 28.17 26.23 32.63
10 28.14 31.67 27.37 26.85 32.01
15 24.58 30.91 26.15 26.53 31.2%
20 22.12 29.24 25.19 23.00 30.31
25 20.18 22.61 21.89 19.97 23.41
30 18.62 28.05 26.54 26.13 28.5(
35 17.26 23.45 20.83 19.22 27.51
40 16.08 22.09 22.09 22.09 26.78
Table 1: PSNR of denoised MRI Breast Bilateral wWitand without Contrast
Standard Noisy Bayes Ogawa Neigh Shrink Proposed Multi WPT+
deviation image MAP Shrink Shrink Bivariate shrink
5 24.95 36.62 40.57 41.57 35.47
10 99.72 41.83 46.06 46.01 40.87
15 226.03 48.34 49.21 49.33 48.51
20 398.84 62.71 64.00 63.90 60.53
25 623.75 298.23 311.48 299.23 296.42
30 892.55 23.97 23.75 23.97 91.71
35 1220.56 120.78 153.39 142.00 115.33
40 1600.94 141.66 169.93 156.82 136.27

Table 2: MSE of denoised MRI Breast Bilateral withnd without Contrast
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Standard Noisy image Bayes Ogawa Shrink Neigh Shrink Proposed Multi WPT+
deviation MAP Shrink Bivariate shrink

5 1.009 0.98 0.86 0.85 0.99

10 1.037 0.98 0.86 0.85 0.99

15 1.088 0.98 0.85 0.83 0.99

20 1.155 0.99 0.81 0.80 1.00

25 1.241 0.98 0.86 0.85 1.09

30 1.339 0.99 0.96 0.95 1.00

35 1.475 1.0 0.95 0.93 1.02

40 1.612 1.01 0.91 0.90 1.02

Table 3: L2R norm of denoised MRI Breast Bilateviah T and without Contrast

We found that for in depth denoising, wavelet mdtl® suitable in conjunction with Bivariate Bayesithreshold but after the
execution we have been clearly seen that someopdne noise may left inside in the denoised imagss is the reason for using
iterative noise variance and log energy boundedaviprune filter [vii-xi], in addition. The methad employed on in-depth locations
of the sub-bands having higher noise levels togmesimage details. Our proposal is adaptive tosamder most part of wavelet
transformation and it is able to used for differpatposes like edge detections, feature selectains]t is evident by the table that the
proposed method outperforms other methods, at ofdste time with 5% margin. Also the method is épgdble to a large range of
noise ratio i.e. 05-40% and keeps its effectivemeggeservation of edges and smoothness. Fordhmparison of proposed method
with other methods like oracle shrink, Bayes shrigtc., are showing better PSNRs, MSEs and L2 noviisch are depicting in
Table 1 through Table 3.

Original Image Noisy Image

(a) (b)

Ogawa method

(©) ()

Figure 1 (a) Original image (b) Poisson Gaussianseounder scaled image (¢) Ogawa method (d) BagfisAl processes
performed ats,, =40.
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Figure 1 (e) MAP method (f) Oracle (g) Hari Om nueth(h) Proposed method, All processes performes| a#0.

(a) (b)

Figure 2 (a) Unenhanced Rembrandt-1 image (b) EnbdrRembrandt-1 image using proposed method
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Figure 3 (a) Unenhanced Rembrandt-2 image (b) EnbdrRembrandt-2 image using proposed method

Figure 4 (a) Original image (b) Poisson-Gaussiansgounder scaled image (c) Denoised image usinggeed method
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Figure 5 (a) Histogram of original image (b) Histagn of Poisson-Gaussian noise image (c) Histogr&menoised image using
proposed method

Figure 6 (a) SSIM map using Boyat_Joshi methodowithVPT + Bivariate Shrink if Standard deviatioi3; (b) SSIM map
using Noisy image if Standard deviation is 40 ar)dSSIM map using WPT + Bivariate Shrink if Starmddeviationis 40

2. Conclusion

Hence proposed filter is central point in digitalage processing applications and necessarily rexgelsad been derived the steps to
design quality denoising. In our approach Multi wi&¢ transforms are in use contemporaneously, acll & transform approximated
in wavelet packet is perfectly. We employed a due¢ wavelet packet transform using Bivariate-Baeghreshold which has
shown advance features like shift invariance améctionality, as well as providing frequency resian. Our method was worked

with parameter estimation equations suclb aads is subjected to quantify the local characteristitsub-band. The simulation was
confirmed that approximate 06dB improvement in PSiMRies and approximate 6dB downfall in MSE valwese measured.
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